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ABSTRACT

Intelligent manufacturing systems rely on the capability to adapt and evolve to face the volatility of dynamic markets. The complexity of these systems increases with the demand of more customized and quality products, which requires more agile and flexible methods to support the dynamic and on-the-fly system reconfiguration aiming to respond quickly to product changes, by offering more efficient services. In this service-oriented manufacturing context, where process functionalities are modelled as services (e.g., quality control, welding and transportation), the dynamic reconfiguration of the services structure (e.g., in terms of quality, processing time and provided features) assumes a critical role to achieve the referred requirements. Despite the current research efforts, the service reconfiguration approaches usually use reactive event triggers, with decisions coming from a centralized decision-maker and performed manually. This means a lack of dynamic and run-time reconfiguration flexibility by discovering opportunities and needs to change, and, thus, exploring possible actions leading to new and appropriate system configurations. To overcome the mentioned issues, it is essential to provide solutions that answer to when and how to reconfigure a manufacturing system in an integrated, automatic and dynamic manner. For this purpose, this paper introduces an agent-based approach for service reconfiguration in manufacturing systems that allows the identification of opportunities in a pro-active and dynamic manner, and the on-the-fly implementation of new configurations leading to a better production efficiency. The experimental results, using a flexible manufacturing system case study, allowed to verify the feasibility and benefits of the proposed agent-based service reconfiguration solution for competitive and collaborative industrial automation scenarios.

1. Introduction

Manufacturing industry is facing strong demands, in terms of products quality, customization and delivery time, imposed by the global market growth, which requires the capability to react rapidly and cost-effectively to condition changes. To address the mentioned issues and aligned with the vision of Industry 4.0 [1], Internet of Things and Internet of Services, established upon Cyber-Physical Systems (CPS) and complemented with other emergent ICT technologies, such as Big data, cloud computing and data analytics, are recognized as crucial to support the deployment of more flexible, robust, responsive, reconfigurable and interoperable systems. In this context, the development of Service-Oriented Architectures (SOA) [2] based solutions, requires the implementation of several features, namely service-discovery, -registration, -composition and -reconfiguration. In particular, the service reconfiguration is crucial to respond to condition changes that take place in unpredictable environments by dynamically adapt and improve the functionalities abstracted by the offered services. Usually, the service reconfiguration is performed to cope with unexpected condition changes, to improve the system competitiveness and to respond to new business strategies. Note that in manufacturing systems, services can be seen as functionalities offered by a device or system, e.g., pick-and-place or welding operations provided by a robot or an inspection operation provided by a quality control station.

Despite the significant research efforts found in literature, the existing service reconfiguration approaches are focusing limited scopes, e.g., components’ replacement (to react to the harmful effects or breakdowns) and re-planning (to deal with the modified configurations’ requirements) [3], and lack the automatic, dynamic and run-time reconfiguration procedures that enable discovering new reconfiguration
opportunities and exploring new system configurations. Additionally, the deployed service reconfiguration approaches are usually performed manually and reactively in a centralized manner, usually requiring to stop a running process, diagnose the problem, perform the reconfiguration and restart the system/device. However, the determination of all possible service configurations’ solutions in a repeated and consistent manner goes beyond the human capability in an acceptable time. In this sense, reconfiguring the service manually and then restarting the system is not acceptable if we want to comply with the dynamics and requirements of current industrial needs [4]. As a consequence, new service reconfiguration approaches are required to support the truly reconfiguration procedure by being performed automatically, dynamically and on-the-fly. Note that in industrial manufacturing systems, reconfiguration procedures are strongly dependent on physical resource constraints and response time.

Having this in mind, the paper describes a service reconfiguration approach for manufacturing systems that allows the pro-active and dynamic identification of opportunities for reconfiguration and the on-the-fly implementation of the best strategies for the service reconfiguration that will lead to an increase of the production efficiency. For this purpose, multi-agent system (MAS) is used to distribute the system intelligence aiming to run the service re-configuration process in an autonomous, modular and decentralized manner. The proposed MAS approach is enriched with intelligent mechanisms for the early detection of reconfiguration opportunities, e.g., a performance degradation or the introduction of a new product, and the selection of reconfiguration strategies for improving the service quality or updating the catalogue of offered services. The conflicts arising from the dynamic reconfiguration provided by the distributed agents, acting in a selfish mode, are avoided by considering a collaborative mechanism that considers the interests of the individual agents together with the interests of the overall system. This approach was tested in an experimental flexible manufacturing system, and the results show the benefits of this dynamic and pro-active service reconfiguration approach.

The remaining of this paper is organized as follows. Section 2 overviews the service reconfiguration concept and the existing related work and establishes the requirements for a truly dynamic, intelligent and pro-active service reconfiguration process. Section 3 introduces the MAS architecture for the dynamic service reconfiguration approach, particularly describing the “when” and “how” reconfiguration phases. Section 4 describes the process to select the best service reconfiguration alternative from the built space of solutions and introduces a mechanism to evaluate the pertinence of these solutions from a collaborative perspective. Section 5 describes the experimental case study and the implementation details, and analyses the experimental results. Finally, Section 6 rounds up the paper with the conclusions.

2. Related work

The SOA paradigm [5] is based on the concept of software systems offering and consuming services, each one encapsulating the functionalities of a service provider. The use of service-orientation brings significant benefits to design complex systems allowing to face interoperability and loose-coupled abstraction, being currently, amongst other areas, applied to model and design modern manufacturing systems [34], where services can encapsulate physical operations like welding and pick-and-place. In these systems, the concepts of services aggregation, composition, and orchestration are important, and strongly impact the service reconfiguration capability. Note that services can be composed of atomic services (i.e. simple and indivisible services) following a specific workflow.

Basically, service reconfiguration is related to the adaptation of the existing services to deal with unexpected internal or external condition changes, such as failure of a service and loss of the quality of service (QoS) [3]. Although focusing primarily on fault mitigation, service reconfiguration may also consider reconfiguration opportunities that are not initially described but contribute to improve the system performance. In fact, over the time, services can become less competitive, e.g., not being requested by service consumers, requiring the execution of proper actions to improve their competitiveness. To exploit that situation, several types of services reconfiguration can be identified:

- **Improvement of the service’s behaviour**: the functionality of the service is improved aiming to increase its performance, e.g., calibrating or switching components; this can be seen as a weak service reconfiguration and only needs an internal perception of the problem.
- **Changing the services’ catalogue**: the catalogue of services offered by an entity can be modified to face the service demand through adding new services and/or removing others, e.g., a robot that changes a tool to be able to weld metal sheets; this can be seen as a strong service reconfiguration and needs to have an external perception of the problem.
- **Changing the structure of a composed service**: a composed service can be re-organized by changing the structure and workflow of atomic services (known as service choreography), e.g., adding or removing services to better accommodate the evolution in the available atomic services; this can be seen as a strong service reconfiguration and also needs to have an external perception of the problem.

The use of dynamic service orchestrators can provide these features, particularly to dynamically create workflows when required. Complementary, aiming to execute a dynamic, pro-active and on-the-fly service reconfiguration, considering the referred reconfiguration types, the following requirements need to be observed [6]:

- R1: The opportunity to execute a service reconfiguration must be identified internally (regarding the system), automatically and at run-time.
- R2: The system needs to have the capability to select an alternative reconfiguration solution and perform the reconfiguration on-the-fly, reducing the impact of condition changes (e.g., a performance degradation).
- R3: The service reconfiguration must be performed according to the “nervousness” state of the system, i.e. reacting smoothly or dramatically in such a way that mitigates the problem.
- R4: The service reconfiguration process should be performed in a distributed manner and consider competitive and collaborative scenarios.

In the literature, a significant part of the research in service reconfiguration is devoted to the change in the service composition aiming to compose the best service that meets the client’s requirements. This composition can be performed in two distinct moments: design-time and run-time. Most of the works considers that reconfiguration is planned in the design phase, setting up the system to cope with expected changes [7–9]. In contrast, run-time reconfiguration reacts promptly to situations during the system execution to overcome unexpected events that were not considered at design-time, as illustrated by [10–12]. However, the reconfiguration is usually based only on the migration of services that are considered as a reconfiguration action in an automatic manner. The selection of different composition instants, in essence, remains a challenge creating a design-time/run-time trade-off situation [13]. Particular scenarios result in complex computational problems that cannot be efficiently solved in run-time and, in such cases, a design-time policy might be more beneficial in the long run, where time is not a constraint to apply more complex algorithms.
Despite this unresolved challenge, many run-time reconfiguration approaches that operate in an automatic mode are explored, e.g., by [6,8,10,12,14,15]. The remain operation types, such as semi-automatic [11,13,16–19] and manual intervention [7], are sensible to the type of composition, which implies that the semi-automatic and manual kind of interventions shall be performed in the design time.

Regardless the composition time, another important action comprehends the selection of alternative solutions that are available on the system. Traditionally, the discovery of appropriate services is performed in a centralized manner, e.g., using the UDDI (Universal Description, Discovery, and Integration) central service registry [5]. Innovative solutions, e.g., based on self-organization [20], refer to a cooperation process without any centralized decision, where a decentralization on the service discovery phase can be implemented by using the social plasticity of the providers, as presented in [8,11,12,15,21].

The structure of the new services composition is determined by considering a variety of techniques, from optimization techniques, which require heuristic-based algorithms to face the problem of combinatorial optimization (known to be NP-hard), to more sophisticated Artificial Intelligence (AI) based techniques, to achieve a near optimal solution and to accelerate the execution time. Regarding the detection of the moment of change, several works are focusing different reconfiguring conditions, e.g., new consumer policies and requirements [22] or request of new services [23]. An agent-based simulation was used to detect machine breakdowns, handling rush order arrivals, service performance degradation by using dynamic monitoring [24]. The specification of triggers during the design-time and using a common user interface was performed for manually added resource service's configurations [25].

In the manufacturing domain, service reconfiguration is also addressed in the literature. As examples, a services’ model for the dynamic production system reconfiguration, particularly to reorganize the machinery to face a newly introduced product, was proposed in [26], and an approach that considers software and hardware reconfiguration is also proposed by [27], using a knowledge ontology and AI-planning for the service reconfiguration. The service reconfiguration can also benefit from integrating MAS and SOA to combine the best features of both worlds, namely decentralization, interoperability, loose coupling, intelligence and autonomy [28]. In this context, an automated service composition approach is proposed in [14], aiming to maximize the overall quality of the final composition, using agents that adapt the services’ processes, in a continuous manner. A dynamic service reconfiguration is proposed by [12] that explores the use of agents to achieve consistent solutions focusing on fault-tolerant systems. An automatic plug & produce approach was used to easily change the setup services of a robot welding cell system to be more time and cost efficient in small lot sizes [16]. In this work, the continuous service discovery plays an essential key to support the development of automatic reconfiguration in real-time.

In the context of several European R&D projects, the service reconfiguration problem has also been addressed, namely the PRIME project [17] that uses a plug & produce approach combined with MAS, to allow the rapid reconfiguration and deployment, and the evolutionary system adaptation. The SOCRADES project focused on the reconfiguration of smart embedded devices [9], and the IDEAS project focused on the reconfigurable production systems by using agent technology to perform the on-line reconfiguration without the need of reprogramming efforts [18]. More recently, the PERFoRM project [19] focused on the seamless reconfiguration of machinery and robots as a response to operational and business events. However, these approaches do not focus primarily the reconfiguration under a service reconfiguration perspective and do not fully comply the identified requirements for service reconfiguration.

In conclusion, the literature survey shows that, until now, the existing service reconfiguration approaches are usually specified during the design phase and do not consider the need for a smooth reconfiguration process (as stated by R3), achieved by a centralized composition planner that does not provide the capability to execute the on-the-fly reconfiguration (as stated in R2), and focused in the occurrence of failure events or product changeovers. The analysis and execution of the reconfiguration process are usually carried out in an individual way without considering a collaborative analysis (as stated in R4).

Under this perspective, the relevant challenge regarding the service
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**Fig. 1.** Multi-agent system approach for the distributed, dynamic and on-the-fly service reconfiguration.
reconfiguration is to develop an integrated approach that addresses the established requirements. This has to be done by detecting opportunities to evolve the system behaviour in a continuous and pro-active manner, elaborating and evaluating the alternatives to perform the reconfiguration smoothly and on-the-fly, i.e. without the need to stop, re-program or re-start the system, and always considering the competitive and collaborative environments.

3. Multi-agent system architecture for service reconfiguration

Having in mind the development of an adaptive system that can regulate, in a dynamic, distributed and on-the-fly manner, the catalogue of services offered by each entity to respond to internal and external condition changes, complying with the requirements previously described, a MAS approach is proposed for the service reconfiguration process, as shown in Fig. 1.

The proposed approach considers a network of intelligent and autonomous agents that interact by following the service-based principles, i.e. each one exposing its functionalities as services. The resource agents (RA) act as service providers by encapsulating the physical operations provided by machines as services, e.g., drilling or welding operations. These services are published in a repository and can be reached via discovery mechanisms by product agents (PA), which act as service consumers that need to consume those services to execute their products aiming to meet the production demand. Agents can also compose several atomic services and provide the resulting aggregation as a composed service.

The product and resource agents have different reconfiguration needs, according to the service reconfiguration classes defined in the previous section: the product agents focus on changing the structure of a composed service, and the resource agents cover the improvement of the service’s behaviour, the changing of the services’ catalogue and the changing of the structure of a composed service.

For this purpose, agents are continuously monitoring and able to execute a service reconfiguration process by embedding a reconfiguration module, illustrated in Fig. 2, that comprises the When to Reconfigure (WtR), How to Reconfigure (HtR) and Decide Reconfiguration Solution (DRS) phases [15], which will be detailed in the next sections.

3.1. When to reconfigure phase

The first phase of the service reconfiguration approach is related to the continuous monitoring and analysis of the collected data, aiming to determine an opportunity to reconfigure, e.g., a degradation of the service’s quality or the product’s changeover. For this purpose, the WtR model relies on three different triggering strategies for the on-line detection of possible situations to reconfigure [15], supporting the discovery of opportunities to reconfigure:

- **Event**: uses an event-driven approach to detect the occurrence of events related to the service condition changes, e.g., a resource failure or the removal of an existing resource/service. This strategy allows a good reaction facing unexpected events.
- **Periodic**: uses a periodic check to verify the current service performance to detect possible opportunities to reconfigure. The triggering time interval should be dynamically adjusted to better fit the system dynamics, i.e. increasing or decreasing this value taking into consideration the application of proper machine learning algorithms [28]. As example, Q-learning [29] is a suitable method to implement this feature since it provides a positive/negative reinforcement feedback that allows converging to an optimal value at each moment.
- **Trend**: uses machine learning methods to detect, as earlier as possible, a trend or pattern in the service performance, allowing the prediction of an eventual problem, and consequently to identify an opportunity to earlier implement a service reconfiguration procedure to mitigate this possible loss of performance. Some examples of algorithms that can be used in this strategy are the anomaly detection, the regression models and the clustering analysis.

Triggers indicating opportunities to proceed with reconfiguration, generated from different strategies, can happen at the same time in relation to different features and contexts, without any explicit interference between them. When this happens, the fusion module is responsible for joining the concurrent triggers, selecting the most critical one and firing one event to the HtR module that will handle the elaboration of the space of service reconfiguration alternatives.

3.2. How to reconfigure phase

After identifying an opportunity to reconfigure, the HtR module is responsible to determine how the service reconfiguration can be implemented. The process comprises the elaboration of a pool of possible service reconfiguration solutions, which compatibility should be tested by using a context and semantic matching to reduce the dimension of the alternative solutions. The elaboration of the alternative solutions considers the improvement of the resource’s utility and consequently the three classes of service reconfiguration previously referred, namely improving the service’s behaviour, changing the service’s catalogue, and changing the service composition, as previously presented.

The algorithm embedded in each agent to build the space of alternative solutions for the service reconfiguration is represented as follows.

---

**(Fig. 2. Service reconfiguration module embedded in each agent.)**

---
Algorithm: how to determine the space of configurations

Inputs:
Sets of services associated to an agent: \( \{ S_{\text{current}}, S_{\text{available}}, S_{\text{problem}} \} \)
Context Rules: \( \{ C_{\text{rules}} \} \)
Maximum number of installed services in the agent: \( \text{NS} \)

Output:
Set of feasible configurations provided by the agent: \( C_{\text{feasible}} \)

\[
\begin{align*}
1: & \quad \text{for } s_i \in S_{\text{problem}} \text{ do} \\
2: & \quad S_{\text{available}} \leftarrow S_{\text{available}} + s_i^{\text{improvement}} \\
3: & \quad \text{end for} \\
4: & \quad C_{\text{candidates}} \leftarrow S_{\text{current}} \\
5: & \quad \text{for } s_i \in S_{\text{problem}} \text{ do} \\
6: & \quad \text{for } s_j \in S_{\text{available}} \text{ do} \\
7: & \quad \quad C_{\text{candidates}} \leftarrow C_{\text{candidates}} \cup \text{replaceImprove} \left( C_{\text{candidates}}, s_i, s_j \right) \\
8: & \quad \text{end for} \\
9: & \quad \text{if } i = 1 \text{ then } C_{\text{candidates}} = S_{\text{current}} \\
10: & \quad \text{end for} \\
11: & \quad C_{\text{feasible}} \leftarrow \text{applyContextMatching} \left( C_{\text{rules}}, C_{\text{candidates}} \right)
\end{align*}
\]

The algorithm finds all possible combinations for the catalogue of services, limited to a maximum value \( \text{NS} \), by improving each identified service presenting poor performance indexes, i.e. \( s_i \in S_{\text{problem}} \), through the execution of a set of actions regarding the optimization of the process encapsulated by the service, e.g., calibrating tools or replacing components, or through the replacement of problematic services by others that are available but are not currently installed, i.e. \( s_j \in S_{\text{available}} \), which are promising to contribute for the improvement of the resource performance. Each configuration solution comprises the set of services to be provided by the resource, each one represented according to the tuple \(( s, a_i )\), where \( s \) is the service and \( a_i \) is the action to be performed during the reconfiguration (namely nothing, improve, add or remove).

This process can generate a huge volume of service configuration alternatives, resulting in a time-consuming task to analyse and evaluate all of them. However, some of these alternatives are not technically adequate for the current state of the system, e.g., services that are not possible to be installed due to missing technical conditions. For this purpose, and aiming to reduce the space of alternative solutions, it is used a matching mechanism that analyses each configuration solution according to the context and current situation, complemented with machine learning and semantic reasoning techniques aiming to discard non-feasible, non-reasonable and non-beneficial solutions. Semantic reasoning tools, such as the JENA framework, permit to execute the semantical reasoning about the logical configuration and determine the feasibility of the service reconfiguration solution. In detail, as illustrated in the following rule, this mechanism determines if the set of attributes of a proposed service matches the technical constraints presented in the resource component (in this case the diameter of the new drill service should be less than the maximum diameter supported by the machine). Note that each service, resource and process is semantically described in a RDF/XML format.

\[
\begin{align*}
( ?x \text{ms:canProcess}?y ) \leftarrow ( ?x \text{rdf:type ms:Machine}, \\
( ?y \text{rdf:type ms:drillService}, \\
( ?y \text{ms:maxDiameter ?maxD}), \\
( ?y \text{ms:diameter ?d}), \\
\text{ge(?d, ?maxD)})
\end{align*}
\]

At the end, the outcome of this process is a set of feasible service reconfiguration solutions that should be evaluated and ranked.

4. Decision of the service reconfiguration implementation

The last phase of the proposed service reconfiguration mechanism is responsible for selecting the optimal configuration, which requires an evaluation of the possible alternatives and a decision about the viability of its implementation (DRS module in Fig. 2).

4.1. Evaluation of the service reconfiguration alternatives

The agent conducts an evaluation procedure to rank the pool of possible feasible service reconfiguration solutions provided by the HtR module according to their effectiveness. For this purpose, a multi-criteria function is used to quantify the advantage of performing a certain reconfiguration solution, that basically is based on the benefits of the new configuration (which should be maximized) and the cost to execute the transition into this new configuration (which should be minimized).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>( f(\phi) = \frac{r\gamma}{r\gamma+\phi} )</td>
<td>Indicates the percentage of time that the service is available by considering the service uptime (( \lambda )) and the service downtime (( \psi )); ( r ) is the number of times that the service was executed</td>
</tr>
<tr>
<td>Execution time</td>
<td>( f(\theta) = \frac{1}{\gamma + \rho} )</td>
<td>Indicates the average execution time by considering the conclusion time (( \delta )) and the requested time (( \rho )) for each one of the ( r ) number of times that the service was executed</td>
</tr>
<tr>
<td>Throughput</td>
<td>( f(\zeta) = \frac{\gamma}{\gamma + \rho} )</td>
<td>Indicates the performance of the service by considering the number of times that the service was executed (( \gamma )) in a certain period of time (( \zeta ))</td>
</tr>
</tbody>
</table>
as illustrated in the following formula:

\[
\text{score} = \frac{RB}{RC}
\]

(1)

where \(RB\) is the reconfiguration benefit and \(RC\) is the reconfiguration cost. The \(RB\) parameter is further detailed by considering the analysis of several QoS indicators, expressed in the next formula:

\[
RB = \sum_{i=1}^{s} f_i(\Theta) \times f_i(\Delta) \times f_i(\Upsilon)
\]

(2)

where \(s\) is the number of services considered in the configuration solution, and \(f(\Theta)\), \(f(\Delta)\) and \(f(\Upsilon)\) are the QoS indicators, which meaning is represented in Table 1. These indicators, which evolve over the time according to the service performance and external context, provide an estimation of the benefit of the configuration solution.

On the other hand, it is also important to calculate the cost associated with the implementation of each configuration solution, which in this work, considers the effort for the implementation of the several modifications defined in the new configuration. For this purpose, the vector with the actual service configuration is compared with the vector with the new service configuration to determine the number of changes in the service catalogue [4], which should be grouped in three classes of actions: \(nRS\) that represents the number of removed services, \(nAS\) that represents the number of new added services and \(nIS\) that represents the number of service improvements. Having these values, the reconfiguration cost is calculated as follows:

\[
RC = nRS \times \text{Cost}_{\text{remove}} + nAS \times \text{Cost}_{\text{adding}} + nIS \times \text{Cost}_{\text{improve}}
\]

(3)

where \(\text{Cost}_{\text{remove}}\), \(\text{Cost}_{\text{adding}}\) and \(\text{Cost}_{\text{improve}}\) represent the unitary average costs of removing, adding or improving a service.

At the end, after applying the multi-criteria function, the set of alternative service reconfiguration solutions is sorted according to the scores achieved by each configuration solution.

4.2. Decide the implementation of the service reconfiguration

After the evaluation process, the DRS module is responsible for deciding if the best service reconfiguration alternatives previously generated by the HTR module should be implemented or not, since the fact that they are possible does not necessarily represent an obligation to perform any of these options. In fact, the dynamic environment can produce undesirable situations, i.e. distributed reconfiguration procedures are performed unsynchronized and sometimes simultaneously. The DSR mechanisms can detect these unsatisfactory situations, preventing the system from going to states of unstable behaviour that limits the ability to predict, with accuracy, the future system landscape and compromises the service reconfiguration decision-making.

4.2.1. Nervousness stability mechanism

Resource agents are able to regulate the nervousness of their reconfiguration decisions through the use of stability mechanisms embedded in the DSR module. This mechanism ensures that a service reconfiguration is not executed every time a reconfiguration opportunity occurs, because it may bring negative effects and may cause a performance degradation, controlling the reconfiguration awareness frequency: a low-frequency value corresponds to a calm system that probably misses opportunities to improve, and a high-frequency value corresponds to a very nervous system that may lead to an unstable behaviour.

The stability mechanism imposes a restriction to limit the frequency of the service reconfiguration under a particular context. Agents are continuously adjusting this frequency based on the Q-learning [29] algorithm, e.g., defining upper and lower bounds. For this purpose, the algorithm uses the positive and negative feedback from previous service reconfigurations to increase or decrease the threshold value for reconfiguration.

4.2.2. Collaborative mechanism

At this stage, distributed agents have produced service reconfiguration solutions individually in an autonomous and self-interested way, without sharing its objectives with the other agents. This approach fits well with competitive environments where the several agents act individually, competing to maximize their individual profit. However, in collaborative environments, the lack of regulation or a normative environment using self-interested agents can lead to situations that are degrading the entire system performance, namely:

- **Deadlock situations**, where the simultaneous self-fish service reconfiguration based on the interest of the most valuable services can lead to situations where no one offers the lowest profitable but necessary services.
- **Non-beneficial solutions**, where in spite of the benefits of the service reconfiguration for the proponent, the proposed reconfiguration is not beneficial for the entire system.

The design of a collaborative interaction protocol allows to reach a mutual agreement that benefits the collaborative system behaviour, improving the competitiveness of the system and avoiding a service reconfiguration carried out in an uncoordinated and chaotic way, and particularly preventing the existence of deadlocks [30]. For this purpose, the proposed protocol, illustrated in Fig. 3, considers the initiator agent as the one that wants to perform a service reconfiguration, and the participant agents as the other system’s agents.

The Initiator agent, after deciding to implement a service reconfiguration, notifies its intention to all the other Participant agents by sending the “REQUEST” message, inquiring if someone can provide the service(s) that will be removed from the catalogue of services, i.e. asking the non-objection of the participants. Each Participant agent will reason about its local catalogue of services and will reply with “INFORM” if it already provides the service or “REFUSE” if it does not provide the service. After compiling the replies from all participants, the initiator should cancel the opportunity to reconfigure if none “INFORM” message is received since despite being beneficial for the initiator, the proposed service reconfiguration solution leads to a non-feasible configuration (in the collaborative perspective). In opposite, if at least one “INFORM” message is received, which means that a feasible collaborative reconfiguration solution was achieved, the initiator should proceed to the second phase of this protocol that is related to the evaluation of the reconfiguration proposal. This phase starts with the election of the rapporteur, elected from the peers, that will be responsible to analyse if the service reconfiguration proposal is beneficial for the entire system. The Rapporteur uses the collected historical data, and without critical time restrictions, simulates several scenarios to get conclusions about the service reconfiguration proposal benefits. In case that the reconfiguration proposal is found beneficial for the whole collaborative system, the initiator agent gets the green light to proceed with the implementation of the service reconfiguration proposal; otherwise, the initiator should cancel the intention to reconfigure.

An important assumption in this collaborative mechanism is that all agents are acting in good faith, which is expected since they are running in a collaborative environment.

5. Experimental validation

5.1. Description of the case study

The proposed service reconfiguration approach was tested by considering the AIP-PRIMECA flexible manufacturing system [31], which comprises 5 workstations (WS), interconnected by a conveyor system. Each workstation offers a catalogue of services (with a maximum of 2 services for M2 and M3, and 3 services for M4) related to the execution of several operations, as illustrated in Table 2. As example, the “L_comp” service can be executed by the workstation M4 and the “L_comp”
service can be executed by M2. Some services are available but are not currently offered in the machines’ catalogue, e.g., the “L_comp” service is not currently offered by M4 but can be offered in the future if a service reconfiguration is performed (i.e. changing its catalogue of services).

In case the agents decide to perform a service reconfiguration, the physical resource is stopped during the execution of the maintenance intervention to improve the service performance (which takes 50 s) or to replace the provided service (which takes 30 s for each replacement). Aiming the simulation of realistic scenarios, it was considered that workstation M2 have a probability of failure of 4% for all services in their catalogues, staying out-of-service during 300 s for the execution of recovery actions. After the execution of an intervention to recover or improve the service performance, its probability of failure is reduced by 1.5%.

Several sub-products are being produced in this system, namely the parts in the form of the letters A, B, E, I, L, P and T, which combined can produce the final products BELT and AIP [31]. The complete execution of each product requires the execution of a set of operations defined in its process plan, as illustrated in Table 3 (see [31] for more details), which is performed by the different workstations according to their catalogue of services.

The proposed agent-based approach for the service reconfiguration was implemented using the JADE framework [32], namely the resource and product agents. A service layer creates an abstraction to real physical devices, where the virtual environment replicates each workstation emulating all the functionalities of the AIP-PRIMECA case study for running the experimental tests. The communication among the agents performed by using FIPA-ACL (Foundation of Intelligent Physical Agents - Agent Communication Language) compliant messages. Several agents were launched to represent the workstations and the products requested to be manufactured in the system.

Each one of the agents representing workstations has embedded the WR module to identify opportunities to reconfigure, which in this work, considers the periodic and trend strategies. The trend strategy uses statistical and machine learning (ML) techniques that keep a track of the performance of services and allows predicting anomalies and triggering reconfiguration opportunities. The statistical technique permits to deal with the temporal continuity of data, being used the R “AnomalyDetection” library [33]. This package implements the seasonal
The hybrid ESD (S-H-ESD) algorithm that takes into account the trend and data seasonality, which permits to detect both global as well as local anomalies, like structural breaks, in the time series data. The ML technique used was the unsupervised K-Means Clustering algorithm to detect the outliers. In particular, after performing the cluster analysis, the instances that do not belong to any cluster are potentially indicated as anomalies, i.e., those with largest distances to the cluster center. In both cases, the agents access to the R libraries [33] via RServe API connected by TCP/IP that acts as a back-end for services.

In the periodic strategy, the Q-learning algorithm [29] was used to dynamically adjust the sampling frequency to check the current service performance based on the positive/negative reinforcement feedbacks from previous service reconfigurations. The Q-learning provides feedback to each Action of the agent given a particular State:

- The State = (St, βt) is composed by the available set of services St at the instant t to execute the production batch βt = (ξt, ρt), where ξt represents the number of orders and ρt the product type;
- The Action = (ξtΔ, Δt) can be related to increase the time interval (=Δ) or to decrease the time interval (=Δ);
- The reward R(State, Action) is calculated by considering the Action taken in a specific State and the reconfiguration triggering feedback. If the reconfiguration feedback had led to a better configuration structure, the Q-value of State-Action pair chosen will be increased. Otherwise, it will suffer a penalty for the chosen Δ value, given by the following equation, R(State, Action) = n + if reconfigure
− (a + penalty) if not reconfigure, where n is the reward constant.

After some interactions, the agent is able to select an optimal triggering frequency, in a given State. This strategy leads to a reduction of the event triggering strategy since the agent is executing the service reconfiguration more efficiently in a preventive manner.

In the same manner, agents incorporate the HtR module that allows determining the best strategy to reconfigure, namely generating potential reconfiguration solutions based on the weak reconfiguration type (i.e. improving the service performance) and strong reconfiguration type (i.e. changing the service catalogue). JENA was used to implement the semantic verification of the matching between the pool of alternative configurations and the existing resources’ context, allowing to reduce the number of these alternatives.

5.2. Experimental results

The experimental tests were conducted by considering different batch orders, namely 10, 20 and 30 BELT products, and the following testing scenarios:

i.) The service reconfiguration mechanism is disabled.
ii.) The service reconfiguration mechanism is enabled but without collaborative capabilities.
iii.) The service reconfiguration mechanism is enabled with collaborative capabilities.

Fig. 4 illustrates the experimental results for the different described scenarios, considering the makespan (i.e. the necessary amount of time to execute the entire batch of products) that illustrates the production efficiency, and the workload distribution (i.e. the average of the standard deviation of the service utilization for each machine) that illustrates how well balanced is the production (values close to zero represent a well-balanced production).

Initially, the system was running with the service reconfiguration and collaborative mechanisms disabled. The second scenario considers that each resource agent is running in a self-fish mode, which means that agents will execute their service reconfiguration individually and without any collaborative procedure. The achieved results show the benefits of using reconfiguration, with the best improvement achieved for the 10 BELT batch scenario (improvement of 19%), which means that for larger batches the occurrence of disturbances are more diluted and the reconfiguration has a shorter percentage impact. A more balanced workload among the machines is also noticed when applying the
service reconfiguration and the collaborative service reconfiguration.

A third scenario considers that the collaborative mechanism is enabled, running over the distributed self-fished service reconfiguration process. In this case, the achieved results show an increase of the system performance (illustrated by the reduction of the makespan in 21.2%), with the reduction for larger batches following the same pattern as identified for the previous scenario. In the same manner, a reduction of the workload distribution is also noticed, which means a better balancing of the resource utilization. This scenario shows the benefits of applying the collaborative interaction protocol to balance the service reconfiguration performed individually by the distributed agents.

This set of experiments allowed to verify the benefits of using service reconfiguration, illustrated by the increase in the system production efficiency, and particularly the advantage of combining the collaborative interaction protocol to better balance the service reconfiguration performed individually by the distributed agents. These results also show that the proposed service reconfiguration approach is dependent on the dimension of the batch size, the frequency of service failures and also from the recovery time, which requires the consideration of learning mechanisms to decide if the application of the service reconfiguration is beneficial or could have a counter-productive effect.

6. Conclusions and further work

The dynamic service reconfiguration process is, nowadays, a hot topic in smart manufacturing systems, aligned with the CPS context, and particularly with the Industry 4.0 initiative. However, a literature review in this field showed that service reconfiguration is usually performed in a manual, offline and centralized manner, without fulfilling the requirements for a truly automatic service reconfiguration.

This paper proposes an agent-based approach to execute a dynamic, online and decentralized service reconfiguration, where intelligent software agents apply different strategies to identify opportunities to reconfigure, e.g. facing service failures, service performance degradation or production changeover, in a pro-active manner. These agents, after identifying opportunities to evolve, are able to determine the alternative possibilities to reconfigure their catalogue of services, and decide for the most promising one. The individual service reconfiguration approach is directly mapped in competitive environments, where the selfish behaviour of the agents leads to a truly dynamic and decentralized service reconfiguration. In case of collaborative environments, a decentralized collaborative interaction protocol was designed to ensure that the intended reconfiguration triggered by individual agents is only executed if it is beneficial for the whole system, avoiding reaching non-feasible configurations and also promoting a more efficient system configuration.

The proposed service reconfiguration solution was implemented by using the agent-oriented JADE framework and tested in a flexible manufacturing system use case. The experimental results show the feasibility of the proposed approach, with the proposed approach displaying better system performance than the normal operation, and the use of the collaborative mechanism leading to even better results for collaborative situations. The dimension of the product batch size also influences the benefits of the proposed service reconfiguration approach.

Future work will be devoted to a further analysis of the effects of the batch size in the system performance, and to a deeply regulation of the system “nervousness” phase during the reconfiguration process, avoiding falling into chaotic situations and allowing to run the system in a smooth manner when facing very dynamic environments.
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